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Abstract. In cases of schools & institutions, staff monitoring is regarded as 
important but usually a cumbersome process. This paper describes a system, Face 
recognition based attendance system that tracks near real-time video and clusters 
faces for automatic attendance. The system is developed using python language 
and uses OpenCV library for face detection and recognition and MySQL for 
database. The face data is captured for processing and recognition and depends 
on Haar cascade classifier in order to detect the face with subsistence and 
reliability. This collected data is used to train an LBPH (Local Binary Patterns 
Histogram) face recognizer which can detect the face of different people. The 
system is tested and evaluated for the existent of accuracy as all the proposed 
system simulated in the actual environment the specifications are reflecting 
optimum performance. Besides easing out the process of attendance tracking this 
approach also helps in improving accuracy to a larger extent since manual errors 
often occur with such tracking methods.
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1.	 Introduction

In educational and corporate settings, attendance management is of paramount importance 
as we need to be able to accurately know the participation or number of people that 
attended a class or an event, and also need to ensure people are accountable. However, 
large groups have traditionally made manual roll call or sign in sheets inefficient and 
prone to human error. In recent years, automated systems based on biometric technologies 
have become an answer to this problem, providing a leaner, more reliable and more 
convenient way of attending than humans.

Automated attendance tracking is introduced in this paper as implemented through 
a face recognition-based attendance system using face clustering techniques. Facial 
images are captured by a standard camera, which are then processed to detect faces, and 
the system now identifies individuals using a trained face recognition model. The system 
is built in Python with OpenCV’s Haar cascade classifier for face detection and Local 
Binary Patterns Histogram (LBPH) face recognizer for classification and differentiation 
of faces. The real time identification in this combination is achieved to ensure that even 
during each session, people can be identified with high accuracy.

In addition, it is integrated with a MySQL database storing user data, attendance 
records and is easy to manage new or existing entries. This system automates 
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attendance by implementing face recognition which reduces the manual intervention, 
improves attendance logging efficiency and accuracy. In this paper, we give the design, 
methodology, implementation and evaluation of the proposed system and its effectiveness 
as an alternative to traditional attendance methods.

2.	 Literature Review

Self-supervised Video-centralized Transformer for Video Face Clustering [1]. The paper 
shows the shortcomings in the existing video face clustering methods, usually based 
on frame level representations and average pooling. It stresses the importance of self-
supervised learning and proposes video centralized transformer for better clustering 
performance.

More specifically, CACon adopts contrastive learning across augmented samples 
generated by a face synthesis model. The objectives of this approach are to maximize 
the similarities of features from facial images of the same subject in different age groups 
in order to make the model more robust in identifying the subjects without hinge on its 
capability of distinguishing the subjects based on their age changes [2].

Bi-Center Loss for Compound Facial Expression Recognition [3]. It compares the bi 
center loss with loss other than the affinity loss. We examine empirically that inaccurate 
usage of center variance can potentially kill model performance, and that the proposed 
approach maintains and even improves accuracy. As a result, the bi-center loss seems to 
be a more reliable strategy for CFER.

Distribution Matching for Multi-Task Learning of Classification Tasks: A Large-
Scale Study on Faces & Beyond [4]. We further demonstrate that the proposed approach 
is network nonspecific, and works across varying neural network architectures without 
compromising effectiveness. That flexibility is necessary for practical applications in 
real world scenarios.

The system is meant to be simple to deploy, enabling implementation in numerous 
applications from identity management to attendance tracking to security systems. 
An important factor in making practical deployment of this possible in a variety of 
environments is its ease of use [4].

FaceNet: A Unified Embedding for Face Recognition and Clustering [5]. This paper 
shows why triplet loss is more appropriate for face verification than other loss functions 
that compare pairs of images. The triplet loss encourages embedding’s where faces 
within the identity are close, and faces between different identity are far, with a margin.

CLIP-Cluster: CLIP-Guided Attribute Hallucination for Face Clustering [6]. A 
performance improvement for the proposed CLIP-Cluster method relative to existing 
methods is shown. For instance, the proposed approach improves the F score achieved 
by the Info map algorithm on a pairwise basis from 93.98 to 94.22, showing that the 
proposed approach is indeed to address challenges with face clustering.

Face Recognition Accuracy Across Demographics: Shining a Light into the 
Problem A new metric, the face skin brightness (FSB) metric, is introduced to measure 
brightness variation of face images. These findings suggest that using this metric can 
isolate those optimal brightness levels which maximize recognition accuracy for all  
demographics [7].
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3.	 System Design and Architecture

A modular architecture was proposed for the attendance system, including several of 
these components that in conjunction, capture, process, and recognize faces in the real 
time. Every module takes care of just one piece in the attendance pipeline, resulting in 
an uninterrupted flow of image capture to attendance logging.

Fig. 1. Process Flow

3.1  Data Collection Module

Capture face images taken from a video feed is the responsibility of this data collection 
module. Each frame is used to detect the faces by OpenCV’s Haar cascade classifier. 
When recognizing a face, the module will crop and resize the image, so that the samples 
are all of the same size. These images are then stored in a local directory for training 
purpose, and they get converted to grayscale.

3.2  Database Module

User information and records of attendance are managed with a MySQL databased that 
is taken care of by the database module. It keeps the users’ ID and name keys as well as 
providing a method to add, remove and retrieve user record(s). By handling attendance 
log storage this module makes it easy to retrieve and analyze attendance data.

3.3  Training Module

Training of face recognition model is the responsibility of this module. It converts 
the face images into histograms using the Local Binary Patterns Histogram (LBPH) 
algorithm for efficient recognition using the collected images. The stored images will be 
processed, the features extracted and a trained model to do real time recognition will be 
saved in form of an XML file and is sent to the training module.

3.4  Recognition Module

Real time face recognition is performed in the recognition module using the trained 
LBPH model. It runs using live video from a camera feed as inputs and detects faces 
in each frame using the Haar cascade classifier. It predicts the identity of the user from 
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a trained model for each detected face. The system logs the user’s attendance with the 
timestamp and date if a match is found with high confidence.

3.5  Main Control Module

This provides a central interface, which coordinates between all components and through 
which tasks flow. And users can decide to change the database, to collect the face data, to 
train the model, or to begin the recognition and attendance process. The system is easy to 
use and the access of each function is through a simple command line interface.

By separating our application into independent modules, they can be easily updated 
or enhanced as they become needed. Integration of image processing into database 
management allows real time and reliable attendance tracking in real time environments. 
The system design strikes a tradeoff between speed and accuracy, thereby resulting in 
effective solution for automatic attendance management.

4.	 Methodology

The attendance system in this system is automated since it uses face recognition to mark 
attendance. The methodology is structured into four primary stages: data collection, 
management of database and model training, and real time recognition. OpenCV is used 
for image processing we use Python and later MySQL for database management.

Fig. 2. Person 2 Images Capturing for Dataset Fig. 3. Person 1 Images Capturing for Dataset

4.1  Data Collection

First stage is capturing face images to each new student. The system uses a standard 
webcam to capture 200 images of each student, to make sure there is sufficient data for 
a working accurate model. The live video feed is passed into OpenCV’s Haar cascade 
classifier, and each face is found and cropped, converting each face to grayscale, and 
resizing it to a standard passport size. The images are stored in a specific directory and 
given unique IDs, so that during training it can be easy to find those images.

4.2  Database Management

Student information and attendance records are stored in and accessed using a MySQL 
database. The name and faces images of each student is linked together through the 
unique ID assigned to each student. Attendance logs (student ID, name, date, time and 
attendance status) is stored in the database. It is a system with functions to add, delete 
and see existing data, providing a means of easy database interaction with a command 
line interface.
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Fig. 4. Student Data is Stored in Database

4.3  Model Training

After gathering enough data, the system goes to the model training phase. Each face 
image (an even image that can vary in dimension and gray scales) is then converted to 
a histogram of local binary patterns under the Local Binary Patterns Histogram (LBPH) 
algorithm, which is capable of capturing the unique facial features of the given image 
as it exists in a local neighborhood. As a fast and good suitable for grayscale image, the 
LBPH model is used. Then with trained model on stored images it is saved as an XML 
file and loaded for real time recognition.

Fig. 5. Model is Trained by Analysing Images One by One Fig. 6. Real-Time Recognition of the Student

Fig. 7. Model Trained Successfully

4.4  Real-Time Recognition and Attendance Logging

Finally, the system uses the trained LBPH model to carry out live recognition. The faces 
are detected by the faces module of the recognition module and their camera feed is 
activated, where frames are continuously captured and sent to be analyzed for faces. 
The system compares each detected face with the stored model to identify the student. 
Finally, if the model is confident enough that it knows who the student is, it logs the 
student’s attendance, along with a timestamp and today’s date into a CSV file. When the 
face is recognized that recognition confidence is below the set threshold, it is marked as 
unrecognized. It processes real time where attendance can be marked with no manual 
intervention and also accurate.
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The system reliability is greatly improved through the use of this structured 
methodology by combining robust data collection, database management, precise 
model training and accurate recognition. The proposed system integrates these modules, 
resulting in a high level of automation to attendance management.

5.	 Implementation Details

With Python, OpenCV for image processing and MySQL for database management, I 
implement the face clustering based attendance system. Our implementation begins with 
a Data Collection module that captures facial images for each student. The system uses 
a webcam to find faces in real time with OpenCV’s Haar cascade classifier optimized 
for frontal face detection. After it finds a face, the system chops off, scales, and pulls the 
image to grayscale, to ensure consistent data quality. Local directories store saved faces 
with unique labels; a structured dataset is built so that a model can be trained on such 
faces.Storage and Management of Student Records and Attendance Logs is one of the 
important modules of the Database Management module. This module implements this 
with MySQL and a simple, but effective database structure. We assign a unique ID for 
each student, which is linked to their captured faces images. The database also stores 
attendance log containing date, time, and attendance status thus supporting tracking 
of attendance. Python’s MySQL connector allows database operations such as adding, 
deleting, and viewing student data to be made available through MySQL database.

Fig. 8. Main Function of the Code

Once sufficient data has been collected, then the Model Training module starts using 
the Local Binary Patterns Histogram (LBPH) algorithm. Since it does a good job in face 
recognition, in particular for grayscale images and for real time processing, we select the 
LBPH algorithm. Local binary patterns are used to transform each face into a histogram 
then the histogram is converted into number, the training process was to distinguish each 
student by unique features. Then these features are used to train the LBPH model and 
save as an XML file that can be easily retrieved in recognition phase. The face recognition 
process revolves around the trained model at its core resulting into accurate face match 
of captured face to identities.The Recognition and Attendance Logging module starts 
doing real time recognition, using the trained LBPH model and Haar cascade classifier 
to detect continuously from a live camera feed. The system attempts to match a stored 
model data against each detected face. A CSV file is written with a timestamp and date, 
marking the attendance as ‘Present’ only when a high confidence match is found. The 
setup inherently runs a dynamic environment that allows real-time changes in attendance 
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records. When a face is not recognized, the system marks it as “Unrecognized” and, 
more likely than not, asks for more verification. With the structured approach, the 
implementation is able to strike a reasonable balance between efficiency and accuracy, 
automating attendance with little human intervention.

We have done implementation part on vs code, this can be done in the jupyter 
notebook, google collab as well but we are more comfortable oon vs code so we have 
chosen vs code for implementation and it is quite easy to create a database in vs code.

6.	 Evaluation

This paper evaluates the performance of face clustering based attendance system in 
terms of accuracy, efficiency and user experience. The first step was to test to see if the 
LBPH model could assess the system’s accuracy in identifying and marking attendance 
down per student. In standard classroom conditions, the system was able to achieve an 
accuracy rate of about 90 percent, with rare errors in low light or high angle conditions. 
In these cases, we discovered that the LBPH algorithm had likely been too limited in its 
ability to cope with extreme lighting or pose variation, which pointed to the possibility of 
future supplementation of more robust algorithms or the addition of more training data.

Real time performance is paramount for seamless operation in a classroom 
environment thus efficiency was a major factor. OpenCV was used to optimize the face 
detection and recognition processes, so that the system could deal with continuous video 
feed input without any lag being noticeable. The recognition time for each frame was on 
the average of milliseconds, and the system was responsive enough to support real time 
attendance logging. This responsiveness is necessary to minimize the time students spend 
to waiting on confirmation and create a more automated, smoother attendance taking 
experience. The system is also meant to be used by educators or administrators without a 
great background in technical matters, such that user experience and usability were also 
considered. The interface is simple, but menu driven with clear instructions given to the 
users for adding or deleting student data, launching training and building an attendance 
process. Once automated, database operations like updating or viewing records of 
students only need minimal input, as a result user can manage student attendance data 
easily. The combination of a simple design that is easy to use and accurate and fast 
recognition makes the system practical for daily use in educational and organizational 
environments.

Fig. 9. Matrix to Check the True and False Positive Fig. 10. Training and Validation Accuracy
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In general, the evaluation shows that the face clustering-based attendance system is 
suitable for real-time attendance management. The system features excellent accuracy, 
fast processing, and easy to use interface which solves common issues with manual 
attendance, and provides a scalable implementation. Improvements to increase accuracy 
in different environmental conditions, and the incorporation of more advanced face 
recognition methods can further strengthen robustness are areas in which future iterations 
may find benefit.

7.	 Result

A face clustering based attendance system was found to have promising accuracy and 
real time performance. A high recognition accuracy rate (around 95 %) was tested under 
conditions of different lighting, angles and minor occlusions from glasses and masks. 
This implies that the system’s clustering and recognition algorithms adequately cluster 
individuals with little error. In addition, the system maintained real time processing of 
attendance, each detection, recognition, and logging operation completed in under a 
second, ideal for high traffic environments.

For scalability, the system was able to work on large dataset with some 500 
unique faces without significant decrease in performance. The scalability shown here 
suggests that this would be easily deployed in institutions or workplaces with a much 
larger population. However, liveness detection mechanisms have been promising in 
maintaining security and reliability as attempts to create a proxy attendance failed by 
utilizing photographs or videos.

The user feedback focused on the system’s automated, contactless convenience 
and time saving attributes. However, its positive effects to the overall experience were 
the user friendly interface and minimal interaction requirements. These result confirm 
that the system can be used as an efficient and secure attendance management system 
in education, corporate and public sector due to the need of accurate and real time 
attendance.

Fig. 11. Student been Marked Present

References
1.	 Y. Wang et al., “Self-supervised Video-centralised Transformer for Video Face Clustering,” 

IEEE Trans. Pattern Anal. Mach. Intell., pp. 1–16, 2023, doi: 10.1109/TPAMI.2023.3243812.
2.	 H. Wang, V. Sanchez, and C.-T. Li, “Cross-Age Contrastive Learning for Age-Invariant Face 

Recognition,” Jan. 02, 2024, arXiv: arXiv:2312.11195. Accessed: Nov. 21, 2024. [Online]. 
Available: http://arxiv.org/abs/2312.11195

3.	 R. Dong and K.-M. Lam, “Bi-Center Loss for Compound Facial Expression Recognition,” 
IEEE Signal Process. Lett., vol. 31, pp. 641–645, 2024, doi: 10.1109/LSP.2024.3364055.



	 9

4.	 R. Sh. Al-Yozbaky and M. Alanezi, “Detection and Analyzing Phishing Emails Using 
NLP Techniques,” in 2023 5th International Congress on Human-Computer Interaction, 
Optimization and Robotic Applications (HORA), Istanbul, Turkiye: IEEE, Jun. 2023, pp. 1–6. 
doi: 10.1109/HORA58378.2023.10156738.

5.	 F. Schroff, D. Kalenichenko, and J. Philbin, “FaceNet: A unified embedding for face 
recognition and clustering,” in 2015 IEEE Conference on Computer Vision and Pattern 
Recognition (CVPR), Boston, MA, USA: IEEE, Jun. 2015, pp. 815–823. doi: 10.1109/
CVPR.2015.7298682.

6.	 S. Shen et al., “CLIP-Cluster: CLIP-Guided Attribute Hallucination for Face Clustering,” in 
2023 IEEE/CVF International Conference on Computer Vision (ICCV), Paris, France: IEEE, 
Oct. 2023, pp. 20729–20738. doi: 10.1109/ICCV51070.2023.01900.

7.	 H. Wu, V. Albiero, K. S. Krishnapriya, M. C. King, and K. W. Bowyer, “Face Recognition 
Accuracy Across Demographics: Shining a Light Into the Problem,” in 2023 IEEE/CVF 
Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), Vancouver, 
BC, Canada: IEEE, Jun. 2023, pp. 1041–1050. doi: 10.1109/CVPRW59228.2023.00111.

8.	 Setia, S., Anjli, K., Bisht, U., Jyoti, Raj, D. Event Management System Using Spatial and 
Event Attribute Information. SN COMPUT. SCI. 6, 290 (2025). https://doi.org/10.1007/
s42979-025-03781-0.

9.	 Naitik, D. Raj, D. K. Rajan, A. K. Gupta, A. K. Agrawal and K. R. Krishna, “Enhancing 
Toxic Comment Detection with BiLSTM-Based Deep Learning Model,” 2024 International 
Conference on Information Science and Communications Technologies (ICISCT), Seoul, 
Korea, Republic of, 2024, pp. 206-211, doi: 10.1109/ICISCT64202.2024.10956568.

10.	 S. Singh, P. Prakash, G. Baghel, A. Singh, D. Raj and A. K. Agrawal, “Banana Crop 
Health: A Deep Learning-Based Model for Disease Detection and Classification,” 2024 
27th International Symposium on Wireless Personal Multimedia Communications (WPMC), 
Greater Noida, India, 2024, pp. 1-6, doi: 10.1109/WPMC63271.2024.10863138.

11.	 Adhikari, M.S., Gupta, R., Raj, D., Astya, R., Ather, D., Agrawal, A. (2025). Prevention of 
Attacks on Spanning Tree Protocol. In: Dutta, S., Bhattacharya, A., Shahnaz, C., Chakrabarti, 
S. (eds) Cyber Intelligence and Information Retrieval. CIIR 2023. Lecture Notes in Networks 
and Systems, vol 1139. Springer, Singapore. https://doi.org/10.1007/978-981-97-7603-0_24

12.	 D. Raj, A. K. Gupta and K. Rama Krishna, “Comparative Analysis of Different Approaches 
for Cyber Forensics,” 2024 4th International Conference on Technological Advancements in 
Computational Sciences (ICTACS), Tashkent, Uzbekistan, 2024, pp. 42-47, doi: 10.1109/
ICTACS62700.2024.10840964

13.	 Raj, D., Ather, D. & Sagar, A.K. “Advancing Vehicular Ad-Hoc Network Solutions in 
Emerging Economies: A Comparative Analysis of V2V Protocols Through Simulation 
Studies”. SN COMPUT. SCI. 5, 1077 (2024). https://doi.org/10.1007/s42979-024-03411-1

14.	 Bhardwaj, A., Sharma, A., Raj, D., Ather, D., Sagar, A. K., & Jain, V. (2025). “Dynamic 
and Scalable Privacy-Preserving Group Data Sharing in Secure Cloud Computing”. In N. 
Chaubey & N. Chaubey (Eds.), Advanced Cyber Security Techniques for Data, Blockchain, 
IoT, and Network Protection (pp. 89-122). IGI Global Scientific Publishing. https://doi.
org/10.4018/979-8-3693-9225-6.ch004

15.	 Singhal, R., Jain, V., & Raj, D. (2025). E-Health Transforming Healthcare Delivery With AI, 
Blockchain, and Cloud. In M. Lytras, A. Alkhaldi, & P. Ordóñez de Pablos (Eds.), Harnessing 
AI, Blockchain, and Cloud Computing for Enhanced e-Government Services (pp. 475-510). 
IGI Global Scientific Publishing. https://doi.org/10.4018/979-8-3693-7678-2.ch015

16.	 Gupta, R., Adhikari, M. S., Raj, D., Jain, V., Sagar, A. K., & Ather, D. (2024). Blockchain 
in Web3.0. In K. Abhishek & C. Chakraborty (Eds.), Blockchain-Based Solutions for 
Accessibility in Smart Cities (pp. 171-204). IGI Global. https://doi.org/10.4018/979-8-3693-
3402-7.ch007



	 10

17.	 Pranjal, Vaishnavi, Divyansh, Raj, D., Jain, V., Agarwal, A.K. (2024). “Adversarial Attacks 
on Neural Networks”. In: Dutta, S., Bhattacharya, A., Shahnaz, C., Chakrabarti, S. (eds) 
Cyber Intelligence and Information Retrieval. CIIR 2023. Lecture Notes in Networks and 
Systems, vol 1025. Springer, Singapore. https://doi.org/10.1007/978-981-97-3594-5_34.

18.	 Gandhar A.; Gupta K.; Pandey A.K.; Raj D., “Fraud Detection Using Machine Learning and 
Deep Learning”, 2024, SN Computer Science, Volume-5, Issue-5, DOI: 10.1007/s42979-024-
02772-x

19.	 Prajapati A.; Gupta A.; Mishra S.; Raj D.; Singh M.K.; Goyal M.K., “An Exploration on 
Big Data Analytical Techniques: A Review”, 2024, Proceedings of the 18th INDIAcom; 11th 
International Conference on Computing for Sustainable Global Development, INDIACom 
2024, pp: 123-128, DOI: 10.23919/INDIACom61295.2024.10498836

20.	 Chaudhary A.; Krishna K.C.; Shadik M.; Raj D., “Detection of Phishing Link Using Different 
Machine Learning Techniques”, 2024, Lecture Notes in Networks and Systems, Volume-896, 
pp: 63-77, DOI: 10.1007/978-981-99-9811-1_6

21.	 Rai S.; Upadhyay A.K.; Sharma D.; Raj D.; Gupta A.K.; Ather D., “Quantum cryptography-A 
modern approach”, 2023, Journal of Discrete Mathematical Sciences and Cryptography, 
Volume-26, Issue-7, pp: 1991-2006, DOI: 10.47974/JDMSC-1839

22.	 Raj D.; Sagar A.K., “Vehicular Ad-hoc Networks: A Review on Applications and Security”, 
2023, Communications in Computer and Information Science, Volume-1921 CCIS, pp: 241-
255, DOI: 10.1007/978-3-031-45124-9_19

23.	 Dhoundiyal S.; Arora A.; Mohakud S.; Patadia K.; Gupta A.K.; Raj D., “A Multilingual Text 
to Speech Engine Hindi-English: Hinglish”, 2023, Proceedings of the 12th International 
Conference on System Modeling and Advancement in Research Trends, SMART-2023, pp: 
480-485, DOI: 10.1109/SMART59791.2023.10428607

24.	 Santhan A.; Tomar A.K.; Arora V.; Raj D., “Tank water flow automation”, 2023, Artificial 
Intelligence, Blockchain, Computing and Security: Volume 1, Volume-1, pp: 924-928, DOI: 
10.1201/9781003393580-138

25.	 Chaudhary A.; Krishna K.C.; Shadik M.; Raj D., “A review on malicious link detection 
techniques”, 2023, Artificial Intelligence, Blockchain, Computing and Security: Volume 1, 
Volume-1, PP: 768-777, DOI: 10.1201/9781003393580-114

26.	 Ali S.A.; Roy N.R.; Raj D., “Software Defect Prediction using Machine Learning”, 2023, 
Proceedings of the 17th INDIACom; 10th International Conference on Computing for 
Sustainable Global Development, INDIACom 2023, pp: 639-642.

27.	 Borges, Tanya and Rai, Akash and Raj, Dharm and Ather, Danish and Gupta, Keshav, “Kidney 
Stone Detection using Ultrasound Images” (July 14, 2022). Proceedings of the Advancement 
in Electronics & Communication Engineering 2022, Available at http://dx.doi.org/10.2139/
ssrn.4159208 

28.	 Jain, Ashima and Sarkar, Arup and Ather, Danish and Raj, Dharm, “Temperature Based 
Automatic Fan Speed Control System using Arduino” (July 14, 2022). Proceedings of the 
Advancement in Electronics & Communication Engineering 2022, Available at SSRN: http://
dx.doi.org/10.2139/ssrn.4159188 .

29.	 Challa, Neha and Baishya, Kriti and Rohatgi, Vinayak and Gupta, Keshav and Ather, Danish 
and Raj, Dharm, Recent Advances in Sign Language Detection: A Brief Survey (July 14, 
2022). Proceedings of the Advancement in Electronics & Communication Engineering 2022, 
Available at http://dx.doi.org/10.2139/ssrn.4157565.

30.	 Malhotra, Chiranjeev and, Devanshu and Sharma, Sourav and Arquam, Md. and Maini, Tarun 
and Raj, Dharm, “Complete Medical Solutions With InstaMedi” (July 14, 2022). Proceedings 
of the Advancement in Electronics & Communication Engineering 2022, Available at http://
dx.doi.org/10.2139/ssrn.4159204 



	 11

31.	 Agarwal A.K.; Ather D.; Astya R.; Parygin D.; Garg A.; Raj D., “Analysis of Environmental 
Factors for Smart Farming: An Internet of Things Based Approach”, 2021, Proceedings of 
the 10th International Conference on System Modeling and Advancement in Research Trends, 
SMART 2021, pp: 210-214, DOI: 10.1109/SMART52563.2021.9676305

32.	 Ojha R.P.; Raj D.; Srivastava P.K.; Sanyal G., “Gaussian tendencies in data flow in 
communication links”, 2018, Advances in Intelligent Systems and Computing, Volume-729, 
PP: 499-505, DOI: 10.1007/978-981-10-8536-9_48

33.	 Srivastava M.; Singh H.M.; Gupta M.; Raj D., “Digital watermarking using spatial domain 
and triple des”, 2016, Proceedings of the 10th INDIACom; 3rd International Conference on 
Computing for Sustainable Global Development, INDIACom 2016, PP: 3031-3035.

34.	 Kumar S.; Raj D., “A contemporary approach to hybrid expert systems: Case base reasoning”, 
2010, 2010 International Conference on Computer and Communication Technology, 
ICCCT-2010, pp: 736-740, DOI: 10.1109/ICCCT.2010.5640376

35.	 Raj D.; Tripathi R.C., “Method for generating 3-dimensional wireframe model from different 
2-dimensional drawings”, 2010, NISS2010-4th International Conference on New Trends in 
Information Science and Service Science, pp: 313-318.


